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Abstract — Cosine similarity measure plays a significant role 

in various fields. Literature consultation confirms that the 
theory of cosine similarity measure has received a great interest 
and attention from the researchers in the world. The concept of 
Interval Valued Bipolar Neutrosophic Hesitant Fuzzy Sets 
(IVBNHFS) is recently presented and very interesting. Every 
element in IVBNHFS is characterized by six independent 
membership functions (three positive and three negative). There 
is no investigation on the Cosine Similarity Measure (CSM) of 
IVBNHFS. In this study, we firstly define a CSM and a weighted 
CSM between two IVBNHFS and their applications to Multi-
Attribute Decision Making (MADM) process in the Interval 
Valued Bipolar Neutrosophic Hesitant Fuzzy (IVBNHF) setting. 
And, we establish some properties of CSM and a weighted CSM. 
We use this strategy to find out the best alternative in MADM 
case. Then, the new approach to clarify MADM problems in 
IVBNHF setting is presented in algorithmic form. And, we solve 
an illustrative case of MADM to demonstrate the effectiveness, 
workability, and appropriateness of the proposed approach. 
Finally, the main conclusion and future opportunity of research 
paper are overviewed and compiled. 
 

Key words — Cosine Similarity Measure (CSM), weighted 
CSM, Interval Valued Bipolar Neutrosophic Hesitant Fuzzy Set 
(IVBNHFS), Similarity measure, Multi-Attribute Decision-
Making (MADM). 
 

I. INTRODUCTION 
Fuzzy Set (FS) [1] is given officially by Zadeh in 1965. 

Intuitionistic Fuzzy Set (IFS) [2] is exposed by Atanassov in 
1983. Neutrosophic set (NS) [3] is suggested by Smarandache 
in 1998. It is a generalization of FS [1] and IFS [2]. Zhang 
proved that Bipolar Fuzzy Sets (BFS) [4] is very efficiency in 
uncertain problems which can characterized the positive and 
the negative characteristics. However, Torra introduced 
Hesitant Fuzzy Set (HFS) [5] in 2010. In 2014, [6] proposed 
the Hesitant Neutrosophic Sets (HNS) [6] as a generalization 
of HFS [5]. In 2018, Neutrosophic BFS [7] in daily life’s 
problem is proposed by [7]. 

About the Cosine Similarity Measure (CSM) subject, many 
researchers [8]-[19] have worked on this. A CSM between 
two and weighted Interval Valued Neutrosophic Sets (IVNS) 
is recommended by [8] in 2014. Also, [8] defined a new 
Cosine Similarity (CS) between two IVNS based on 
Bhattacharya’s distance. A CSM based MADM with 
Trapezoidal Fuzzy Neutrosophic Numbers (TFNN) is 
exhibited by [9]. In 2015, [10] defined a rough CSM between 
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two Rough Neutrosophic Sets (RNS). Later, [11] proposed 
three cosine measures between Neutrosophic Cubic Sets 
(NCS). In 2018, [12] introduced a new Analytic Hierarchy 
Process (AHP) and proposed an Interval Valued 
Neutrosophic AHP (IVN-AHP) based on CSM. The proposed 
strategy with CSM by [12] gave a target scoring method to 
pairwise correlation networks under neutrosophic 
uncertainty. In the other case, a corresponding Cosine 
Distance Measure (CDM) between Neutrosophic Hesitant 
Fuzzy Linguistic Term Sets (NHFLTSs) is proposed by [13] 
according to the relationship between the similarity measure 
and the distance measure. Also, [13] developed the 
Technique for Order Preference by Similarity to an Ideal 
Solution (TOPSIS) method to the obtained CDM. Whatever, 
improved CSM for an IFS has been proposed by [14] and [15] 
proposed a CSM between hybrid IFS. In 2018, [16] proposed 
Cosine Exponential Distance (CED) among Single Valued 
Neutrosophic Multi Sets (SVNMS), Cosine Logarithmic 
Distance (CLD) [17] among single valued NS and some of its 
properties are discussed. Then, [18] introduced a Single-
Valued Neutrosophic Multiset (SVNM). Based on the 
weighted CSM of SVNM [18], a MADM method under a 
SVNM environment is advanced. In 2019, [19] proposed 
three types of CSM for resolving MADM problems based on 
proposed types of CSM [19] with a Bipolar and Interval 
Bipolar Neutrosophic (BIBN) data. In the field of Hesitant 
Set (HS), [20] formulate Hesitant Bipolar-Valued 
Neutrosophic Set (HBVNS). Also, in 2020, [21] firstly 
introduced the concept of Interval Valued Bipolar 
Neutrosophic Hesitant Fuzzy Sets (IVBNHFS). However, in 
2020 and 2021, Bipolar [22]-[25] and decision making [26]-
[44] has been proposed by many researchers [26]-[44] and 
appeared like a recent development in the fields of FS and NS 
theory. 

All these above literatures show that CSM is a hot topic in 
both practical and theoretical fields [8]-[19]. However, up to 
now, as far as we are aware, there is no research on the CSM 
and weighted CSM of IVBNHFS. Hence, in this paper, we 
focus on this issue and propose important CSM and weighted 
CSM of IVBNHFS. 

A. Knowledge Gap 
MADM approach appropriate to CSM and weighted CSM 

of IVBNHFS.  

(e-mail: reneheli yahoo.fr) 
H. Z. Andriamanohisoa, University of Antananarivo, Madagascar. 
(e-mail: aheryzo gmail.com). @ 

@ 

@ 

Cosine Similarity Measure of Interval Valued Bipolar 
Neutrosophic Hesitant Fuzzy Set and Their Applications 

to Multi-Attribute Decision-Making Process 

Hans Eric Ramaroson, René Rakotomanana and Hery Zo Andriamanohisoa 



    EJ-MATH, European Journal of Mathematics and Statistics 
ISSN: 2736-5484 

DOI: http://dx.doi.org/10.24018/ejmath.2021.2.5.64                                                                                                                                                      Vol 2 | Issue 5 | October 2021 10 
 

B. Research Issues 
i. Is it feasible to suggest a CSM for IVBNHFSs? 
ii. Is it conceivable to engender a weighted CSM for 

IVBNHFSs? 
iii. Is it achievable to develop a novel MADM approach 

based on the proposed CSM in IVBNHF setting? 
iv. Is it realizable to set up a novel MADM strategy based 

on the proposed weighted CSM for IVBNHFSs in IVBNHF 
environment? 

To do as such, the plan of this paper is coordinated as 
follows. The section 2 gives some knowledge preliminaries 
on IVBNHFS. The section 3 proposes CSM for IVBNHFS 
and their properties. And, the weighted CSM is investigated. 
In section 4, we introduce the novel similarity measures for 
MADM problem in IVBNHF environment. The section 5 
suggests an illustrative case of MADM to demonstrate the 
effectiveness, workability, and appropriateness of the 
proposed MADM approach. The paper ends with some 
comparative study and concluding remarks in the section 6 
and the section 7, respectively. 

 

II. MATHEMATICAL PRELIMINARIES 

A. IVBNHFS [21] 
IVBNHFS is an effective tool to process the uncertain, 

inconsistent and hesitant information. 
 

Definition 1: 
Assume X is a finite set which contains at least one 

element, an IVBNHFS P on X is described as: 
 

𝑃 =	 $〈𝑥, 𝑡
!(𝑥), 𝑖!(𝑥), 𝑓!(𝑥),

𝑡"(𝑥), 𝑖"(𝑥), 𝑓"(𝑥) 〉 |	𝑥 ∈ 𝑋1            (1) 

 
where: 
 𝑡!(𝑥) = {𝛾!|𝛾! ∈ 𝑡!(𝑥)}, 
	𝑖!(𝑥) = {𝛿!|𝛿! ∈ 𝑖!(𝑥)}, and, 
𝑓!(𝑥) = {𝜂!|𝜂! ∈ 𝑓!(𝑥)} are positive three membership 

functions expressed by a few closed intervals in the real unit 
interval [0, 1] which detail the truth or indeterminacy or 
falsity positive membership hesitant degree, and meet the 
following conditions: 

 
𝛾! =	 [𝛾#!, 𝛾$!] ∈ [0, 1], 
𝛿! = [𝛿#!, 𝛿$!] ∈ [0, 1], 
	𝜂! = [𝜂#!, 𝜂$!] ∈ [0, 1], and: 
 

0 ≤ 𝑠𝑢𝑝𝛾%! + 𝑠𝑢𝑝𝛿%! + 𝑠𝑢𝑝𝜂%! ≤ 3 
 
where:  
𝛾%! = ⋃ max𝛾!&!∈	)!(+) , 
𝛿%! = ⋃ max𝛿!-!∈	.!(+) , and, 
𝜂%! = ⋃ max𝜂!/!∈	0!(+) . 
 
And 𝑡"(𝑥) = {𝛾"|𝛾" ∈ 𝑡"(𝑥)}, 
𝑖"(𝑥) = 𝛿"|𝛿" ∈ 𝑖"(𝑥), and, 
𝑓"(𝑥) = {𝜂"|𝜂" ∈ 𝑓"(𝑥)} are negative three membership 

functions expressed by a few closed intervals in the real unit 
interval [−1, 0] which detail the truth or indeterminacy or 

falsity negative membership hesitant degree and meet the 
following conditions: 

 
𝛾" =	 [𝛾#", 𝛾$"] ∈ [−1, 0], 
𝛿" = [𝛿#", 𝛿$"] ∈ [−1, 0],  

	𝜂" = [𝜂#", 𝜂$"] ∈ [−1, 0], and: 
 

−3 ≤ 𝑠𝑢𝑝𝛾%" + 𝑠𝑢𝑝𝛿%" + 𝑠𝑢𝑝𝜂%" ≤ 0 
 
where 
𝛾%" = ⋃ max𝛾"&"∈	)"(+) , 
𝛿%" = ⋃ max𝛿"-"∈	."(+) , and, 
𝜂%" = ⋃ max𝜂"/"∈	0"(+) . 
 

B. IVBNHFS Properties 
1) Complement [21] 

Definition 2: 
Let 
 

𝐴 = $
[𝑡#1! , 𝑡$1! ], [𝑖#1! , 𝑖$1! ], [𝑓#1! , 𝑓$1! ],
[𝑡#1" , 𝑡$1" ], [𝑖#1" , 𝑖$1" ], [𝑓#1" , 𝑓$1" ]

1	 

 
be an IVBNHFS, the complement 𝐴2 of an IVBNHFS 𝐴 is: 

 

𝐴2 = ⋃

⎩
⎪⎪
⎨

⎪⎪
⎧

〈

[𝛾#1! (𝑥), 𝛾$1! (𝑥)],
[1 − 𝛿#1! (𝑥), 1 −	𝛿$1! (𝑥)],

[𝜂#1! (𝑥), 𝜂$1! (𝑥)],
[𝛾#1" (𝑥), 𝛾$1" (𝑥)],

[1 − 𝛿#1" (𝑥), 1 −	𝛿$1" (𝑥)],
[𝜂#1" (𝑥), 𝜂$1" (𝑥)]	

〉

⎭
⎪⎪
⎬

⎪⎪
⎫

&#
!	∈	)#

!,
		-#
!	∈	.#

!,
	/#
!	∈	0#

!,
	&#
"∈	)#

",
		-#
"	∈	.#

",
	/#
"	∈		0#

"

	(2) 

 
2) Intersection [21] 

Definition 3: 
Let 
 

𝐴 = $
[𝑡#1! , 𝑡$1! ], [𝑖#1! , 𝑖$1! ], [𝑓#1! , 𝑓$1! ],
[𝑡#1" , 𝑡$1" ], [𝑖#1" , 𝑖$1" ], [𝑓#1" , 𝑓$1" ]

1, and, 

𝐵 = $
[𝑡#4! , 𝑡$4! ], [𝑖#4! , 𝑖$4! ], [𝑓#4! , 𝑓$4! ],
[𝑡#4" , 𝑡$4" ], [𝑖#4" , 𝑖$4" ], [𝑓#4" , 𝑓$4" ]

1	; are two IVBNHFS, 

the intersection 𝐴 ∩ 𝐵 of a two IVBNHFS 𝐴	and	𝐵 is: 
 

𝐴 ∩ 𝐵 = ⋃

⎩
⎪⎪
⎨

⎪⎪
⎧ 	
[⋀(𝛾#1! , 𝛾#4! ) , ⋀(𝛾$1! , 𝛾$4! )],
[⋁(𝛿#1! , 𝛿#4! ), 	⋁(𝛿$1! , 𝛿$4! )],
[⋁(𝜂#1! , 𝜂#4! )	 , ⋁(𝜂$1! , 𝜂$4! 	)],
[⋀(𝛾#1" , 𝛾#4" ) , ⋀(𝛾$1" , 𝛾$4" )],
	[⋁(𝛿#1" , 𝛿#4" ), 	⋁(𝛿$1" , 𝛿$4" )],
[⋁(𝜂#1" , 𝜂#4" ) , ⋁(𝜂$1" , 𝜂$4" )	] ⎭

⎪⎪
⎬

⎪⎪
⎫

	&#
!	∈	)#

!,
		-#
!	∈	.#

!,
	/#
!	∈	0#

!,
	&#
"∈	)#
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"	∈	.#
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"	∈		0#

",
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!,
		-$
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!,
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!	∈	0$

!,			
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"∈	)$
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"	∈	.$

",
	/$
"	∈		0$

"

(3) 
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3) Union [21] 
Definition 4: 
Let 
 

𝐴 = $
[𝑡#1! , 𝑡$1! ], [𝑖#1! , 𝑖$1! ], [𝑓#1! , 𝑓$1! ],
	[𝑡#1" , 𝑡$1" ], [𝑖#1" , 𝑖$1" ], [𝑓#1" , 𝑓$1" ]

1, and, 

𝐵 = 〈[𝑡#4
! , 𝑡$4! ], [𝑖#4! , 𝑖$4! ], [𝑓#4! , 𝑓$4! ],

	[𝑡#4" , 𝑡$4" ], [𝑖#4" , 𝑖$4" ], [𝑓#4" , 𝑓$4" ]
〉	; are two IVBNHFS, 

the union 𝐴 ∪ 𝐵 of a two IVBNHFS 𝐴	and	𝐵 is: 
 

𝐴	 ∪ 𝐵 = ⋃

⎩
⎪⎪
⎨

⎪⎪
⎧ 	
[⋁(𝛾#1! , 𝛾#4! ) , ⋁(𝛾$1! , 𝛾$4! )],
[⋀(𝛿#1! , 𝛿#4! ) , ⋀(𝛿$1! , 𝛿$4! )],
[⋀(𝜂#1! , 𝜂#4! ) , ⋀(𝜂$1! , 𝜂$4! 	)	],
[⋁(𝛾#1" , 𝛾#4" ) , ⋁(𝛾$1" , 𝛾$4" )],
	[⋀(𝛿#1" , 𝛿#4" ) , ⋀(𝛿$1" , 𝛿$4" )],
[⋀(𝜂#1" , 𝜂#4" ) , ⋀(𝜂$1" , 𝜂$4" )	]

	 ⎭
⎪⎪
⎬

⎪⎪
⎫

	&#
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		-#
!	∈	.#

!,
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!	∈	0#
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"∈	)#
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"	∈	.#
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	/#
"	∈		0#

",
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!	∈	)$

!,
		-$
!	∈	.$

!,
	/$
!	∈	0$

!,			
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"∈	)$

",
		-$
"	∈	.$

",
	/$
"	∈		0$

"

(4) 

 

III. PROPOSED CSM FOR IVBNHFS 
For CS between two vectors, two FS, two IFS and for INS, 

see [8]. 

A. CSM for IVBNHFS 
Definition 5: 
Let 𝐵5 and 𝐵6, are two IVBNHFS in X	 = {	x5, x6, … , x7}. 
 

𝐵5 = U〈
𝑥. 	, 𝑡5!(𝑥.), 𝑖5!(𝑥.)
, 𝑓5!(𝑥.), 𝑡5"(𝑥.),
𝑖5"(𝑥.), 𝑓5"(𝑥.)

〉V 	𝑥. 	 ∈ 	𝑋, 𝑖	 = 	1, 2, . . . , 𝑛Z 

 

𝐵6 = U〈
𝑥. 	, 𝑡6!(𝑥.), 𝑖6!(𝑥.),
	𝑓6!(𝑥.), 𝑡6"(𝑥.),
𝑖6"(𝑥.), 𝑓6"(𝑥.)

〉V 	𝑥. 	 ∈ 	𝑋, 𝑖	 = 	1, 2, . . . , 𝑛Z 

 
where: 
𝑡5!(𝑥) = {𝛾5!|𝛾5! ∈ 𝑡5!(𝑥)}, 
𝑖5!(𝑥) = {𝛿5!|𝛿5! ∈ 𝑖5!(𝑥)},	
𝑓5!(𝑥) = {𝜂5!|𝜂5! ∈ 𝑖5!(𝑥)}, 
𝑡6!(𝑥) = {𝛾6!|𝛾6! ∈ 𝑡6!(𝑥)}, 
𝑖6!(𝑥) = {𝛿6!|𝛿6! ∈ 𝑖6!(𝑥)}, 
𝑓6!(𝑥) = {𝜂6!|𝜂6! ∈ 𝑖6!(𝑥)}. 
 
And 
 
𝑡5"(𝑥) = {𝛾5"|𝛾5" ∈ 𝑡5"(𝑥)}, 
𝑖5"(𝑥) = {𝛿5"|𝛿5" ∈ 𝑖5"(𝑥)}, 
𝑓5"(𝑥) = {𝜂5"|𝜂5" ∈ 𝑖5"(𝑥)}, 
𝑡6"(𝑥) = {𝛾6"|𝛾6" ∈ 𝑡6"(𝑥)}, 
𝑖6"(𝑥) = {𝛿6"|𝛿6" ∈ 𝑖6"(𝑥)}, 
𝑓6"(𝑥) = {𝜂6"|𝜂6" ∈ 𝑖6"(𝑥)}, 
 
For 𝑖 = 1,2, … , 𝑛: 

𝛾5.8(9)! = [𝛾#5.8(9)! , 𝛾$5.8(9)! \ 	∈ 	 𝑡5!(𝑥.)(𝑘	 = 	1, 2, . . . , 𝑙.), 
𝛿5.8(9)! = [𝛿#5.8(9)! , 𝛿$5.8(9)! \ 	∈ 	 𝑖5!(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑝.), 
𝜂5.8(9)! = [𝜂#5.8(9)! , 𝜂$5.8(9)! \ 	∈ 	 𝑓5!(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑞.), 
𝛾5.8(9)" = [𝛾#5.8(9)" , 𝛾$5.8(9)" \ 	∈ 	 𝑡5"(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑟.), 
𝛿5.8(9)" = [𝛿#5.8(9)" , 𝛿$5.8(9)" \ 	∈ 	 𝑖5"(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑠.), 
𝜂5.8(9)" = [𝜂#5.8(9)" , 𝜂$5.8(9)" \ 	∈ 	 𝑓5"(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑡.). 
 
where 𝑙.,	𝑝.,	𝑞.,	𝑟.,	𝑠., 𝑡., (for i=1) are the number of intervals 
in 𝑡5!(𝑥.),		𝑖5!(𝑥.), 𝑓5!(𝑥.),	𝑡5"(𝑥.), 𝑖5"(𝑥.) and 	𝑓5"(𝑥.) 
respectively. 
 
And 
 
𝛾6.8(9)! = [𝛾#6.8(9)! , 𝛾$6.8(9)! \ 	∈ 	 𝑡6!(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑙.), 
𝛿6.8(9)! = [𝛿#6.8(9)! , 𝛿$6.8(9)! \ 	∈ 	 𝑖6!(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑝.), 
𝜂6.8(9)! = [𝜂#6.8(9)! , 𝜂$6.8(9)! \ 	∈ 	 𝑓6!(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑞.), 
𝛾6.8(9)" = [𝛾#6.8(9)" , 𝛾$6.8(9)" \ 	∈ 	 𝑡6"(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑟.), 
𝛿6.8(9)" = [𝛿#6.8(9)" , 𝛿$6.8(9)" \ 	∈ 	 𝑖6"(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑠.), 
𝜂6.8(9)" = [𝜂#6.8(9)" , 𝜂$6.8(9)" \ 	∈ 	 𝑓6"(𝑥.)	(𝑘	 = 	1, 2, . . . , 𝑡.), 
where 𝑙.,	𝑝.,	𝑞.,	𝑟.,	𝑠., 𝑡., (for i= 2) are the number of intervals 
in 𝑡6!(𝑥.), 𝑖6!(𝑥.), 𝑓6!(𝑥.), 𝑡6"(𝑥.), 𝑖6"(𝑥.), and		𝑓6"(𝑥.) 
respectively. 
 

Established on the extension measure for FS, IFS and 
IVNFS, the CSM for IVBNHFS is introduced like that: 

 
𝑐𝑜𝑠:;<=>?@(𝐵5, 𝐵6) =

ABC%
ABC&×ABC'

                 (5) 
 

𝑐𝑜𝑠! = ∑
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Theorem 1: 

The following equations are true: 
 

(i) 0 ≤ 𝑐𝑜𝑠IVBNHFS ≤ 1 
(ii) 𝑐𝑜𝑠IVBNHFS(𝐵5, 𝐵6) = 𝑐𝑜𝑠6MNO(𝐵6, 𝐵5) 
(iii) 𝑐𝑜𝑠IVBNHFS(𝐵5, 𝐵6) = 1	si 𝐵5 = 𝐵6 

 
Proof. The theorem is straightforward. □ 

 

B. Weighted CSM between IVBNHFS (WIVBNHFS) 

Definition 6: 
Assume we recognize the weights of each element 𝑥., a 

weighted CSM between IVBNHFS 𝐵5	and	𝐵6		is suggested 
as follows: 

𝑐𝑜𝑠P:;<=>?@(𝐵5, 𝐵6) =
ABC)%

ABC)&×ABC)'
               (6) 
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and 
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with 𝑤. 	 ∈ [0, 1], for	𝑖 = 1, 2, … , 𝑛 , and ∑ 𝑤. = 1K

.G5 . 
If 𝑤. =

5
K
		, then, 𝐶RST4UMVO(𝐵5, 𝐵6) = 𝐶RST4UMVO(𝐵5, 𝐵6). 

Theorem 2: 
The weighted CSM between two IVBNHFS  𝐵5 and 𝐵6 

also has the following characteristics: 
 
(i) 0 ≤ 𝑐𝑜𝑠P:;<=>?@(𝐵5, 𝐵6) ≤ 1 
(ii) 𝑐𝑜𝑠P:;<=>?@(𝐵5, 𝐵6) = 𝑐𝑜𝑠P:;<=>?@(𝐵6, 𝐵5) 
(iii) 𝑐𝑜𝑠P:;<=>?@(𝐵5, 𝐵6) = 1 if 𝐵5 = 𝐵6 
Proof. The theorem is straightforward. □ 
 

IV. IVBNHF-MADM STRATEGIES BASED ON THE 
PROPOSED CSM 

This section presents the CSM for MADM problem in 
IVBNHF environment. 

 
Consider 𝐴	 = 	 {𝐴5, 𝐴6, … , 𝐴%}, be a discrete set of 

𝑚	achievable alternatives, and 𝐶	 = 	 {𝐶5, 𝐶6, … , 𝐶K}, 	be a set 
of criterions under consideration, and 𝑤L be the weight vector 
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of the criterions such that 𝑚	and	𝑛	 ≥ 	2,   0 ≤ 𝑤L ≤ 1, and 
∑ 𝑤L = 1K
LG5 . 
 
One novelty MADM strategy is presented in algorithmic 

form applying the following procedures. 
 
Proposed algorithm: 
Step 1: Present a Decision Matrix (DM) 
The decision maker provides the IVBNHF-DM  𝐷%+K, and 

assigns the rating of performance value of alternative 𝐴., with 
respect to the predefined criterions 𝐶L with reference to 
IVBNHF values, for (𝑖	 = 	1, 2, … ,𝑚	; 	𝑗 = 1, 2, … , 𝑛): 
 

𝑝.L = U
d𝑡#(*
! , 𝑡$(*

! g , d𝑖#(*
! , 𝑖$(*

! g , d𝑓#(*
! , 𝑓$(*

! 	g ,
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" , 𝑡$(*

" 	g , d𝑖#(*
" , 𝑖$(*

" g , d𝑓#(*
" , 𝑓$(*

" g	
Z           (7) 

 
An IVBNHF-DM 𝐷%+K can be presented as follows: 
 

							𝐶5 𝐶6 … 		𝐶K 

𝐷%+K =

𝐴5
𝐴6
⋮
⋮
𝐴% ⎣

⎢
⎢
⎢
⎡
𝑝55 𝑝56 … 𝑝5K
𝑝65 𝑝66 … 𝑝6K
⋮ ⋮ ⋱ ⋮
⋮ ⋮ ⋮ ⋮
𝑝%5 𝑝%6 … 𝑝%K⎦

⎥
⎥
⎥
⎤
                      (8) 

 
Step 2: Determine weights vector for criterions 
Let decision maker predestine weights vector 𝑤L (𝑗 =

1, 2, … , 𝑛) of criterions 𝐶L (𝑗 = 1, 2, … , 𝑛), for 𝑤L 	 ∈ 	 [0,1] 
and ∑ 𝑤L = 1K

LG5 . 
 
Step 3: Propose an ideal alternative 
Let decision maker initiate to set up an ideal alternative of 

criterions values: 
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(𝑗 = 1, 2, … , 𝑛) 
 

Step 4: Compute CSM 
The weighted CSM 𝐶P:;<=>?@(𝐴. , 𝐼∗), between each 

alternative 𝐴., and the ideal solution 𝐼∗ are computed using 
(10), for 𝑖	 = 	1, 2, … ,𝑚 : 
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                 and 
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Step 5: Rank all the alternative 
Rank all the alternative based on the decreasing order of 

	cosP:;<=>?@(𝐴. , 𝐼∗), for 𝑖	 = 	1, 2, … ,𝑚. 
Based on 	𝑐𝑜𝑠RST4UMVO(𝐴. , 𝐼∗), the highest value of 

	𝑐𝑜𝑠RST4UMVO(𝐴. , 𝐼∗) indicates that 𝐴., for 𝑖	 = 	1, 2, … ,𝑚 is 
the best choice. 

Step 6: Choose the best alternative 
Choose the most desirable alternative in	connection	with	

the highest	value	of	the	cosP:;<=>?@(𝐴. , 𝐼∗) in the step 5. 
The bigger value of 	cosP:;<=>?@(𝐴. , 𝐼∗)	reflects the 

preferable alternative. 
Step 7: End 
Stop. 

 

V. ILLUSTRATIVE NUMERICAL EXAMPLE 
The section V presents a numerical case study, adapted 

from reference [45]. Then, an IVBNHF-MADM problem is 
dispensed to validate the workability and effectiveness of the 
proposed CSM decision-making approach. 

A company wants to start a business in one of the four 
manageable alternatives 𝑨𝒊(𝒊	 = 	𝟏, 𝟐, 𝟑, 𝟒). 𝑨𝟏, 𝑨𝟐, 𝑨𝟑, and 
𝑨𝟒, represent four potential firms (car, food, computer and 
arms), respectively. 

The four manageable alternatives need to be evaluated in 
agreement with the four criterions 𝑪𝒋	(𝒋	 = 	𝟏, 𝟐, 𝟑, 𝟒). 𝑪𝟏, 
𝑪𝟐, 𝑪𝟑 and 𝑪𝟒 represent respectively the risk, the growth, the 
environmental impact, and the performance. 

Assigned to the four criterions, the weight vector is 𝝎	 =
	(𝟎. 𝟐𝟒, 𝟎. 𝟐𝟔, 𝟎. 𝟐𝟔, 𝟎. 𝟐𝟒)𝑻. 

Now we use the MADM strategy based on the proposed 
CSM to get the most appropriate alternative. 

Step 1: Acquire a DM 
We can obtain the IVBNHF-DM 𝐷_+_, as shown in Table 

I-IV. 
The IVBNHF-DM 𝐷_+_ can be presented as follows: 
 

TABLE I:  IVBNHF DECISION MATRIX (𝑪𝟏) 

 𝐶" 
𝐴" {{[0.5, 0.6]}, 

{[0.2, 0.3], [0.3, 0.4], [0.4, 0.5]}, 
{[0.1, 0.2], [0.2, 0.3], [0.3, 0.4], 
[0.4, 0.5], [0.5, 0.6], [0.6, 0.7]}, 

{[-0.2, -0.1]}, 
{[-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2]}, 

{[-0.4, -0.3]}} 
𝐴# {{[0.1, 0.2]}, 

{[0.3, 0.4],	[0.4, 0.5],	[0.5, 0.6],	[0.6, 0.7],	[0.7, 0.8]}, 
{[0.2, 0.3], [0.3, 0.4]}, 

{[−0.5, −0.4],	[−0.4, −0.3],[−0.3, −0.2]}, 
{[−0.9, −0.8], [−0.8, −0.7], [−0.7, −0.6], 
[−0.6, −0.5], [−0.5, −0.4],  [−0.4, −0.3]}, 
{[−0.6, −0.5],	[−0.5, −0.4],	[−0.4, −0.3], 

[−0.3, −0.2],	[−0.2, −0.1]}} 
𝐴$ {{[0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8]}, 

{[0.4,0.5], [0.5,0.6]}, 
{[0.4,0.5], [0.5,0.6]}, 

{[-0.3, -0.2]}, 
{[-0.7, -0.6], [-0.6, -0.5]}, 

{[-0.5, -0.4]}} 
𝐴% {{[0.6,0.7], [0.7,0.8], [0.8,0.9]}, 

{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8]}, 
{[0.5,0.6]}, 

{[-0.8, -0.7], [-0.7, -0.6], [-0.6, -0.5]}, 
{[-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2],[-0.2, -0.1]}, 

{[-0.2, -0.1]}} 

The TABLE I presents the first column of DM 𝐷_+_: 𝑝55, 𝑝65, 
𝑝E5 and 𝑝_5. 

 
TABLE II: IVBNHF DECISION MATRIX (𝑪𝟐) 

 𝐶# 
𝐴" {{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8], 

[0.8,0.9]}, {[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], 
{[0.5,0.6], [0.6,0.7], [0.7,0.8]}, 

{[0.2,0.3], [0.3,0.4], [0.4,0.5]}, {[-0.8, -0.7]}, 
{[-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2], [-0.2, -0.1]}, 

{[-0.4, -0.3], [-0.3, -0.2], [-0.2, -0.1]}} 
𝐴# {{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], 

[0.7,0.8]}, {[0.1,0.2], [0.2,0.3], [0.3,0.4]}, 
{[0.3,0.4]}, 

{[-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2], [-0.2, -0.1]}, 
{[-0.3, -0.2], [-0.2, -0.1]}, 

{[-0.9, -0.8], [-0.8, -0.7], [-0.7, -0.6], [-0.6, -0.5], 
[-0.5, -0.4]}} 

𝐴$ {{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6]}, 
{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8], [0.8,0.9]}, 

{[0.3,0.4], [0.4,0.5]}, 
{[-0.8, -0.7]}, 
{[-0.4, -0.3]}, 
{[-0.7, -0.6]}} 

𝐴% {{[0.1,0.2]}, 
{[0.8,0.9]}, 

{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7]}, 
{[-0.5, -0.4]}, 

{[-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3]}, 
{[-0.5, -0.4], [-0.4, -0.3]}} 

 
The TABLE II presents the second column of DM 𝐷_+_: 

𝑝56, 𝑝66, 𝑝E6 and 𝑝_6. 
 

TABLE III: IVBNHF DECISION MATRIX (𝑪𝟑) 

 𝐶$ 
𝐴" {{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6]}, 

{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5]}, {[0.1,0.2], 
[0.2,0.3], [0.3,0.4]}, 

{[-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2]}, 
{[-0.7, -0.6], [-0.6, -0.5], [-0.5, -0.4], 

{[-0.4, -0.3]}, 
{[-0.4, -0.3], [-0.3, -0.2]}} 

𝐴# {{[0.3,0.4]}, 
{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6]}, 

{[0.5,0.6], [0.6,0.7]}, 
{[-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2], 

[-0.2, -0.1]}, 
{[-0.8, -0.7]}, 
{[-0.9, -0.8]}} 

𝐴$ {{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8], 
[0.8,0.9]}, 

{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8]}, 
{[0.2,0.3]}, 

{[-0.5, -0.4]}, 
{[-0.6, -0.5]}, 
{[-0.7, -0.6]}} 

𝐴% 

{{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7]}, 
{[0.5,0.6], [0.6,0.7], [0.7,0.8]}, 

{[0.8,0.9]}, 
{[-0.9, -0.8]}, 

{[-0.8, -0.7], [-0.7, -0.6], [-0.6, -0.5]}, 
{[-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2]}} 

 
The TABLE III presents the third column of DM 𝐷_+_: 𝑝5E, 

𝑝6E, 𝑝EE and 𝑝_E. 
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TABLE IV: IVBNHF DECISION MATRIX (𝑪𝟒) 

 𝐶% 
𝐴" {{[0.6,0.7], [0.7,0.8]}, 

{[0.4,0.5], [0.5,0.6]}, 
{[0.1,0.2], [0.2,0.3]}, 

{[-0.4, -0.3]}, 
{[-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3]}, 

{[-0.7, -0.6], [-0.6, -0.5]}} 
𝐴# {{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8]}, 

{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8], [0.8,0.9]}, 
{[0.1,0.2]}, 

{[-0.8, -0.7], [-0.7, -0.6]}, 
{[-0.6, -0.5], [-0.5, -0.4]}, 
{[-0.4, -0.3], [-0.3, -0.2]}} 

𝐴$ {{[0.7,0.8], [0.8,0.9]}, 
{[0.1,0.2], [0.2,0.3], [0.3,0.4]}, 

{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6]}, 
{[-0.7, -0.6]}, 

{[-0.9, -0.8], [-0.8, -0.7], [-0.7, -0.6], 
[-0.6, -0.5]}, {[-0.3, -0.2]}} 

𝐴% {{[0.4,0.5], [0.5,0.6]}, 
{[0.3,0.4], [0.4,0.5]}, 

{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7]}, 
{[-0.3, -0.2], [-0.2, -0.1]}, 

{[-0.6, -0.5]}, 
{[-0.7, -0.6], [-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3]}} 

 
The Table IV presents the fourth column of DM 𝐷_+_: 𝑝5_, 

𝑝6_, 𝑝E_ and 𝑝__. 
Step 2: Determine weights for criterions 

The decision maker determined weights vector of 
criterions as 0.24, 0.26, 0.26, 0.24, respectively. 
Step 3: Propose an ideal alternative 
The ideal alternative 𝐼∗ is: 
 

𝐼∗ = (〈[1,1], [0, 0], [0, 0	], [0,0	], [−1,−1], [−1,−1]〉, 
											〈[1,1], [0, 0], [0, 0	], [0,0	], [−1,−1], [−1,−1]〉, 
										〈[1,1], [0, 0], [0, 0	], [0,0	], [−1,−1], [−1,−1]〉 

																	〈[1,1], [0, 0], [0, 0	], [0,0	], [−1,−1], [−1,−1]〉) 
 

Step 4: Compute weighted CSM 
We refer to (10) for calculating cosP:;<=>?@(𝐴. , 𝐼∗), (for 

i=1, 2, 3, and 4). 
We present the weighted CSM results in Table V. 
 

TABLE V: COSINE SIMILARITY MEASURES RESULTS 

Weighted CSM Measures 
values Ranking 

𝑐𝑜𝑠)*+,-./0(𝐴", 𝐼∗) 0.42 2 
𝑐𝑜𝑠)*+,-./0(𝐴#, 𝐼∗) 0.39 3 
𝑐𝑜𝑠)*+,-./0(𝐴$, 𝐼∗) 0.43 1 
𝑐𝑜𝑠)*+,-./0(𝐴%, 𝐼∗) 0.32 4 

 
Step 5: Rank all the alternative 

Based on 	𝑐𝑜𝑠RST4UMVO(𝐴. , 𝐼∗) for 𝑖=1, 2, 3 and 4, we have 
𝐴E > 𝐴5 > 𝐴6 > 𝐴_. 
 
Step 6: Choose the preferable alternative 
In	 connection	 with	 the highest	 value	 of	 the	
cosP:;<=>?@(𝐴. , 𝐼∗) in the step 5, the most preferable 
alternative is 𝐴E. 
 

VI. COMPARATIVE STUDY 
To further validate the feasibility of above this CSM 

MADM approaches, a comparative study was conducted with 
Deli 's methods in [45]. However, the results by utilizing 
different methods are shown in Table VI. 

For the compared methods in [45], Deli and al. proposes 
two kinds of aggregation operators, the Interval Valued 
Bipolar Neutrosophic Weighted Average (IVBNWA) and 
Interval Valued Bipolar Neutrosophic Weighted Geometric 
(IVBNWG) operators [45]. 

 
TABLE VI: COMPARATIVE STUDY RESULTS 

Methods 
Final Ranking Preferable 

Alternative 
Worst 
Option 

IBNS [45]  
𝐴# > 𝐴$ > 𝐴" > 𝐴% 

𝐴# 𝐴% 
 

CSM of 
IVBNHFS 

 
𝐴$ > 𝐴" > 𝐴# > 𝐴% 

 
𝐴$ 

 
𝐴% 

 
For different methods: Deli 's methods in [45], 

IVBNHFWA or IVBNHFWG, as we can see from Table VI, 
the final ranking may be different each other. Thus, according 
to the results obtained by utilizing different methods, if the 
IVBNS operators [45] are used, the desirable choice is 𝐴6, 
and if our method is utilized, the best alternative is 𝐴E. Then, 
our CSM order of preference for the four manageable 
alternatives is in disagreement with the Deli 's method [45] 
result. On the other hand, the worst option is always 𝐴_. So, 
we really need another similarity measure to confirm the 
results. 

 

VII. CONCLUSION 
The paper presented the concept of CSM for MADM of 

IVBNHFS. The proposed CSM, which is the first method 
expanded to find out the preferable alternative under 
IVBNHF setting, is utilized to promote a new MADM 
models. However, we presented CSM under IVBNHF 
environment and demonstrated some of their basic 
characteristics. Furthermore, the weighted CSM was applied 
to a MADM approach in which the attributes values take the 
form of Interval Valued Bipolar Neutrosophic Hesitant Fuzzy 
Elements (IVBNHFEs) with respect to the alternatives and 
the criteria weights are known information. We utilize a new 
algorithm to prioritize the alternatives and determine the 
preferable one. Finally, an illustrative numerical adapted 
from [45] is given to indicate the applicability and 
productiveness of the proposed MADM strategy. Therefore, 
the proposed MADM strategy under IVBNHF setting is more 
appropriate for real scientific and engineering cases. In the 
future, we’ll introduce a novel Analytic Hierarchy Process 
(AHP) approach or a new conjoint analysis (CA) with 
IVBNHFS. Also, based on CSM, we’ll propose an Interval 
Valued Bipolar Neutrosophic Hesitant Fuzzy - Analytic 
Hierarchy Process (IVBNHFS-AHP) and an Interval Valued 
Bipolar Neutrosophic Hesitant Fuzzy - Conjoint Analysis 
(IVBNHFS-CA). In further work, we’ll elaborate some more 
similarity measures and practiced them to MADM case, fault 
diagnosis, medical diagnosis, pattern recognition or other 
areas. 
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