EJ-MATH, European Journal of Mathematics and Statistics
ISSN: 2736-5484

Cosine Similarity Measure of Interval Valued Bipolar
Neutrosophic Hesitant Fuzzy Set and Their Applications
to Multi-Attribute Decision-Making Process

Hans Eric Ramaroson, René Rakotomanana and Hery Zo Andriamanohisoa

Abstract — Cosine similarity measure plays a significant role
in various fields. Literature consultation confirms that the
theory of cosine similarity measure has received a great interest
and attention from the researchers in the world. The concept of
Interval Valued Bipolar Neutrosophic Hesitant Fuzzy Sets
(IVBNHFY) is recently presented and very interesting. Every
element in IVBNHFS is characterized by six independent
membership functions (three positive and three negative). There
is no investigation on the Cosine Similarity Measure (CSM) of
IVBNHES. In this study, we firstly define a CSM and a weighted
CSM between two IVBNHFS and their applications to Multi-
Attribute Decision Making (MADM) process in the Interval
Valued Bipolar Neutrosophic Hesitant Fuzzy (IVBNHF) setting.
And, we establish some properties of CSM and a weighted CSM.
We use this strategy to find out the best alternative in MADM
case. Then, the new approach to clarify MADM problems in
IVBNHEF setting is presented in algorithmic form. And, we solve
an illustrative case of MADM to demonstrate the effectiveness,
workability, and appropriateness of the proposed approach.
Finally, the main conclusion and future opportunity of research
paper are overviewed and compiled.

Key words — Cosine Similarity Measure (CSM), weighted
CSM, Interval Valued Bipolar Neutrosophic Hesitant Fuzzy Set
(IVBNHFS), Similarity measure, Multi-Attribute Decision-
Making (MADM).

I. INTRODUCTION

Fuzzy Set (FS) [1] is given officially by Zadeh in 1965.
Intuitionistic Fuzzy Set (IFS) [2] is exposed by Atanassov in
1983. Neutrosophic set (NS) [3] is suggested by Smarandache
in 1998. It is a generalization of FS [1] and IFS [2]. Zhang
proved that Bipolar Fuzzy Sets (BFS) [4] is very efficiency in
uncertain problems which can characterized the positive and
the negative characteristics. However, Torra introduced
Hesitant Fuzzy Set (HFS) [5] in 2010. In 2014, [6] proposed
the Hesitant Neutrosophic Sets (HNS) [6] as a generalization
of HFS [5]. In 2018, Neutrosophic BFS [7] in daily life’s
problem is proposed by [7].

About the Cosine Similarity Measure (CSM) subject, many
researchers [8]-[19] have worked on this. A CSM between
two and weighted Interval Valued Neutrosophic Sets (IVNS)
is recommended by [8] in 2014. Also, [8] defined a new
Cosine Similarity (CS) between two IVNS based on
Bhattacharya’s distance. A CSM based MADM with
Trapezoidal Fuzzy Neutrosophic Numbers (TFNN) is
exhibited by [9]. In 2015, [10] defined a rough CSM between
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two Rough Neutrosophic Sets (RNS). Later, [11] proposed
three cosine measures between Neutrosophic Cubic Sets
(NCS). In 2018, [12] introduced a new Analytic Hierarchy
Process (AHP) and proposed an Interval Valued
Neutrosophic AHP (IVN-AHP) based on CSM. The proposed
strategy with CSM by [12] gave a target scoring method to
pairwise  correlation networks under neutrosophic
uncertainty. In the other case, a corresponding Cosine
Distance Measure (CDM) between Neutrosophic Hesitant
Fuzzy Linguistic Term Sets (NHFLTSs) is proposed by [13]
according to the relationship between the similarity measure
and the distance measure. Also, [13] developed the
Technique for Order Preference by Similarity to an Ideal
Solution (TOPSIS) method to the obtained CDM. Whatever,
improved CSM for an IFS has been proposed by [14] and [15]
proposed a CSM between hybrid IFS. In 2018, [16] proposed
Cosine Exponential Distance (CED) among Single Valued
Neutrosophic Multi Sets (SVNMS), Cosine Logarithmic
Distance (CLD) [17] among single valued NS and some of its
properties are discussed. Then, [18] introduced a Single-
Valued Neutrosophic Multiset (SVNM). Based on the
weighted CSM of SVNM [18], a MADM method under a
SVNM environment is advanced. In 2019, [19] proposed
three types of CSM for resolving MADM problems based on
proposed types of CSM [19] with a Bipolar and Interval
Bipolar Neutrosophic (BIBN) data. In the field of Hesitant
Set (HS), [20] formulate Hesitant Bipolar-Valued
Neutrosophic Set (HBVNS). Also, in 2020, [21] firstly
introduced the concept of Interval Valued Bipolar
Neutrosophic Hesitant Fuzzy Sets (IVBNHFS). However, in
2020 and 2021, Bipolar [22]-[25] and decision making [26]-
[44] has been proposed by many researchers [26]-[44] and
appeared like a recent development in the fields of FS and NS
theory.

All these above literatures show that CSM is a hot topic in
both practical and theoretical fields [8]-[19]. However, up to
now, as far as we are aware, there is no research on the CSM
and weighted CSM of IVBNHFS. Hence, in this paper, we
focus on this issue and propose important CSM and weighted
CSM of IVBNHFS.

A. Knowledge Gap

MADM approach appropriate to CSM and weighted CSM
of IVBNHFS.
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B. Research Issues

1. Is it feasible to suggest a CSM for IVBNHFSs?

ii. Is it conceivable to engender a weighted CSM for
IVBNHFSs?

iii. Is it achievable to develop a novel MADM approach
based on the proposed CSM in IVBNHF setting?

iv. Is it realizable to set up a novel MADM strategy based
on the proposed weighted CSM for IVBNHFSs in [VBNHF
environment?

To do as such, the plan of this paper is coordinated as
follows. The section 2 gives some knowledge preliminaries
on IVBNHFS. The section 3 proposes CSM for IVBNHFS
and their properties. And, the weighted CSM is investigated.
In section 4, we introduce the novel similarity measures for
MADM problem in IVBNHF environment. The section 5
suggests an illustrative case of MADM to demonstrate the
effectiveness, workability, and appropriateness of the
proposed MADM approach. The paper ends with some
comparative study and concluding remarks in the section 6
and the section 7, respectively.

II. MATHEMATICAL PRELIMINARIES

A. IVBNHFS[21]

IVBNHES is an effective tool to process the uncertain,
inconsistent and hesitant information.

Definition 1:
Assume X is a finite set which contains at least one
element, an IVBNHFS P on X is described as:

(0, @), ),
P={ (0, i), £~ (%) Nxexf

where:

tTe) ={ Iyt et ()},

it(x) ={6%|6* € it(x)}, and,

fr(x) ={n*n* € f*(x)} are positive three membership
functions expressed by a few closed intervals in the real unit
interval [0, 1] which detail the truth or indeterminacy or
falsity positive membership hesitant degree, and meet the
following conditions:

vt = vl vyl €0,1],
st =[6;,6¢]€[0,1],
n* = [nf, ng] € [0,1], and:

0 < supy™* + supé™* + supn™* < 3

where:
ym+ = Uy+€ tt(x) maxy+,
8™ = Ug+e i+ max s+, and,

nN"™ = Uyte p+(maxn™.

Andt™(x) ={y"ly” €t ()},

iT(x)=8716" €i " (x), and,

f~(x) ={n"In~ € f~(x)} are negative three membership
functions expressed by a few closed intervals in the real unit
interval [—1, 0] which detail the truth or indeterminacy or

DOLI: http://dx.doi.org/10.24018/ejmath.2021.2.5.64

EJ-MATH, European Journal of Mathematics and Statistics
ISSN: 2736-5484

falsity negative membership hesitant degree and meet the
following conditions:

Yy~ = lvo,vul €[-1,0],
8§~ =[6;,65] € [-1,0],
n~ = [n;,ny]l € [-1,0], and:
=3 < supy™ + supd™” +supn™ <0
where

ym— = Uy‘e t—(x) maxy-,
6™ = Us-¢i~(xymaxd~, and,
nm = Un—ef—(x) maxn~.

B. IVBNHFS Properties
1) Complement [21]

Definition 2:
Let

A= {[tljrA' tyal [ifa ifal, [thl'fJ—A]t}

[trar toals lizas igals [fias fual

be an IVBNHFS, the complement A€ of an IVBNHFS A4 is:

[erA (x), VzJJrA ()],
[1- 51;1 x),1- 5;,4 ()],
[nz—A (X), nl-'J—A (X)],

va@ya@l  (@

Cc —
A" =Uyrep (¢

6+ € -+' - .
A 1= 64001~ 6],
Ya€ta, (124 (), Mg ()]

S €iy,

nac fa

2) Intersection [21]
Definition 3:

Let

A= {[th' tyal, [if

[iZa i5a), Ufta fual,
[tlJ,:A’ tle]' liza ljJr ne [fLElifU}l]}, and,
B= {[[ttL_B'i”_B]] [[lLB’l ]] [[]}fj;’f]]} ; are two IVBNHEFS,

+
L
the intersection A N B of a two IVBNHFS A4 and B is:

)

ANV vis)  AOGa YER)D
V(6 818), V(854 6up)],
V(ianis) V@G n8)] 3)
AWz Yie) » Ao Yus)l,
[V(8.4,618), V854, 65p)],
VMLam8)  V(uaus) |

AnNnB=U

+ oot
Ya €tya,
shei},
niefs,
YA€ty
Sy €iy,
N4 € fa,
+ ot
Y €tpg,
st eif,
+ et
ng€fg,
YBElp,
8p €ig,
g€ fg
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3) Union [21]

Definition 4:
Let

A= {[ter' tial [ifa i5al, [thprA]'} and
[tJI:_A, th}A]: [.iiTA' .lEA]' [fl_,:A'fl_{__A] T
B= ([th’ t”_B]’ [L.Lf' L.”_B]’ [f“E’ i ”_B]‘) . are two IVBNHFS
[trs, tusl, lis, iusl, [fie: fusl ’
the union A U B of a two IVBNHFS A4 and B is:

Vi vis) Vi vis)],
[A(SL4 618) » N84, 858)1,
[AMEa1iB)  AGanis ) 1
VO ia vis) Vo vl (3
[ASza, 618) » A8y a, Syp)],
[A(nZA' N.e)» NNy Mus) ]

AUB= 4ot
U Ya €Eta,
stei},
nheri,
Ya€ty,
Sa€in

Na€ fa,
-

Yg €tp,

st eif,

ng € fg,
YBEtp,
Speig,
np € fp

III. PROPOSED CSM FOR IVBNHFS
For CS between two vectors, two FS, two IFS and for INS,
see [8].
A. CSM for IVBNHFS
Definition 5:

Let B, and B,, are two IVBNHFS in X = {X4,X;, ..., Xp}.

Xt (x), i (x;)

Bl = (,f1+(xi),t1_(xi),> X € X,l = 1,2,...,7’1
i (x), fi ()
Xi, t;(xi)i i;—(xi);
B, =3( fi"(x),t;(x), )| x; € X,i = 1,2,...,n
i3 (x;), fo (%)
where:

tf () = {ri lvi €tf ()},
if (x) = {67167 € if ()},
fit () = {niInf € if ()},
ty (x) ={rslvs €t; ()},
iy (x) = {65167 € iy (x)},
fo(x) ={n3n3 € iz (x)}

And

tr () ={yrlyr €ty (0},
i (x) = {67161 € iy ()},
fr () ={niny € ix (0},
t; () ={rzly2 €t; ()},
i (x) = {67167 € i3 ()},
fr () ={nznz € i; (0},

Fori=1,2,..,n:
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Vot = [Vivioto Yiriew] € tF(x)(k = 1,2,...,1),

8oy = [0ty Strioao] € i () (e = 1,2,...,pp),
Moo = Miiet Mnictr] € fif () (k = 1,2,...,qy),
Viie@ = [YitioGoy Yoriowo] € t1(x) (k = 1,2,...,7),
tiok) = [5[11'0(1()' Svricay] € i1 (x) (k = 1,2,...,5),
Mick) = [77;11'0(1()'771711'0(1()] € filx) (k = 1,2,....t).

where [, p;, q;, 7;, Si, t;, (for i=1) are the number of intervals
in (), i (), fir (), tr (x), ir(x) and fi (x)
respectively.

And

ty(x) (k = 1,2,...,1),
i) (k = 1,2,...,p),
firx) (k =1,2,...,q),
t; () (k = 1,2,...,17),
i;(x;)(k = 1,2,...,5),

Maioto = [Mizietoy Nozisto] € f2 () (k = 1,2,...,t),
where l;, p;, q;, 13, S;, t;, (for i= 2) are the number of intervals

in t;(xi)a i;—(xi)a f2+(xi)> tZ_(xi)a iZ_(xi)a and fZ_(xi)
respectively.

yz+ia(k) = [szia(k)')’;zza(k)]
81500 = [8i2i0 40y Sif2iotio)
Tl;ia(k) = [nz‘zia(k)'nltzia(k)]

VaioGo = [VizioGy Yiaioto)

M MM MM

21000 = |Oi2ioty Suaioto)

m

Established on the extension measure for FS, IFS and
IVNEFS, the CSM for IVBNHES is introduced like that:

cosy

cosyypnurs(B1, Bz) = C0SyXCOS3 ®)

Lyl (VL+1ia(k) + V&Luo(k))
k=t (szia(k) +Vl-}—2io(k))
S (811000 + 81000
k=
P (8100 + 221000
4Ly ((M1i00) + M1i000)]
q; “k=1 ( + +nt. )
n L nLZw(k) nUZLG’(k) ]
cos; =¥y D . T
S i (Vmo(k) + yUlia(k))
r Sk=1 ( iy +vo.. )
L ]/LZLO'(k) yUZm(k) ]
e (6111000 + 011000
s ck=1 (5_. +687,. )
LI\YL2io(k) U2io(k))]
Lyt (11000 + M011000))]
£ Sk=1 ( = + 1. )
L r]LZI.G'(k) r]UZm(k) ]

N =

L

1
fz [(Vfua(k) + Vﬁw(k))z]
l;

k=1
1 < 2
+ fz [(5L+1ia(k) + 801100 ]

bit~

qi
1
+— Z [(nz—lio(k) + 77;11'0(1())2]
qi =t
cos, =

-

-
Il
[y

Ti
1 - _
+ ;Z [(VLlia(k) + yUlia(k))Z]
=

Si
1
+S_Z [(6;11'0(10 + 5(711‘0(1())2]
Lie=1

ti
1
s Z [(TIL_lia(k) + nl_llicr(k))z]
=1
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N[ =

L
1
[Z [(szia(k) + VJzia(k))z]
+— Z (6 L2io (k) + 5U2w(k)) ]

1
+q_z [(nzZiG(k) + nltzia(k))z]
l

n
coS; = Z o
=1 _ _ 2
+o [(Vina(k) + Yi2io00)) ]
L
le=1
Si
1 - _ 2
+ [(5ina(k) + 802i000)) ]
L
k=1
ti
1 _ _ 2
+e [(Uina(k) + N2iot)) ]
L
=1
Theorem I:

The following equations are true:

(1) 0 < cosyypNuHFs <1
(11) costypNHFs(B1, Bz) = COS:ZHZS(BZlBl)
(iii) costygNuFs(B1, B2) = 1siB; = B,

Proof. The theorem is straightforward. O

B. Weighted CSM between IVBNHFS (WIVBNHFS)

Definition 6:

Assume we recognize the weights of each element x;, a
weighted CSM between IVBNHFS B, and B, is suggested
as follows:

cosw1 (6)

coswivenurs(B1, B2) = COSIaXCOSTa

where
L
lz [(V:ua(k) +Yi1i000))
L (Voo + Vizioto)
pi .
(6f1i000 + Si1100))
bitd (82210000 + 8021000
1 (Moo + M1i000)]
n
qi e _(Uzrzia(k) + ThJ;zia(k))_
COSy1 = Z w; ri o, _ _ .
(VLlia(k) + VU1ia(k))
| (Yizioo + Voziow).
1% [(BLioto + Si11000)]
St &= | (8221000 + Sv2i000))

-
I
[

1 [(M1ioo) + Mo1i00)]
ti e~  (N2i0t0 + Ni2iot).
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1
2

L
1
IZ [(Vfua(k) + Vthia(k))z]
+— Z (5 Llio(k) + 6U1w(k)) ]

1
+q_z [(nlflia(k) + 77;1ia(k))2]
L

k=
g

[y

NGk
3

COSyy =

-
1l
g

[(yLlld(k) + yUlw(k)) ]
[(5E1ia(k) + 551ia(k))2]

[(nLlla(k) + nUllO’(k)) ]

and

N =

n
Z qi &4
COSy3 = Wi Ti

~

I

-

X | =

withw; €[0,1], fori =1,2, ...,

1
Ifw; = o then, Cyygnurs(B1, B2) = Cwivanurs(Br, B2)-

n,and Y-, w; = 1.

Theorem 2:
The weighted CSM between two IVBNHFS B; and B,
also has the following characteristics:

(1) 0 < coswivenurs(B1, Bz) < 1

(i)  coswivenurs(B1, Bz) = coswivenurs (B2, B1)
(i)  coswivenurs(B1, Bz) = 1if By = B,

Proof. The theorem is straightforward. o

1IV. IVBNHF-MADM STRATEGIES BASED ON THE
PrROPOSED CSM
This section presents the CSM for MADM problem in
IVBNHF environment.

Consider A = {A,4,,...,4,,}, be a discrete set of

m achievable alternatives, and C = {C,,C,, ..., C,}, be a set
of criterions under consideration, and w; be the weight vector
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Of the criterions such that mandn > 2,
1w =1

0<w;<1,and

]

One novelty MADM strategy is presented in algorithmic
form applying the following procedures.

Proposed algorithm:

Step 1: Present a Decision Matrix (DM)

The decision maker provides the IVBNHF-DM D,,,..,, and
assigns the rating of performance value of alternative A;, with
respect to the predefined criterions C; with reference to

IVBNHF values, for (i = 1,2,..,m; j=1,2,..,n):

+ o+ PR + oo+
[tLii’ t”t‘i] 2 [lLii’ lUii] ’ [fLij'fUij ] 2

ij = o o o @)
[tLij' tuy ] [lLij' l”l’f]’ [fLij'fUij]
An IVBNHF-DM D,,, ., can be presented as follows:
G C . Gy
Ay P11 P12 P1in
Ay, | D21 P22 - Do2n
Dpyn =% | o ®)
Am pml pmz pmn

Step 2: Determine weights vector for criterions

Let decision maker predestine weights vector w; (j =
1,2,..,n) of criterions C; (j =1,2,..,n), for w; € [0,1]
and Z joawp =1

Step 3: Propose an ideal alternative
Let decision maker initiate to set up an ideal alternative of
criterions values:

yLm(k) ’ yU;a(k)

I*

]l
6Lm<k) ’ Um(k) ]]
©))

]

Vi, Lioy ’ yU;a(k)

|
|
[ Liot ’m’m(k)
|
[5;

sz(k) ’ Um(k) ]

[m—jow) ’nl_ffauo*]
(G=12..,n

Step 4: Compute CSM

The weighted CSM  Cyvgnurs(4i, I*), between each
alternative A;, and the ideal solution [* are computed using
(10), fori = 1,2,..,m

COSw 1+«

coswvenurs (4 ") = COSY 24 XCOSY 34 (10)

where
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n
COSyr1x = E w;
j=1

COSyy2x
Jj=1
and
n
COSy3, = E

—
1l
[N

[ (Vfija(k) + VzJJrija(k)) l
+ *
Lij k=1 (yLijaw) +

+ *
YUijoq )
Dij
N 1 (5L+ija(k) + 6Jija(k))l
Pij = (6L116<k) + 5Uua(k) )
dij
N 1 (ULija(k) + 77uija(k)) l
+ * + *
Uj = .(nLtizr(k) + N0ijoa0 )
Tij _ _ _
L1 Z (Yuja(k) + Vuija(k))
Ty £= (n_ijrf(k)* T ija(k)*)_
s” _ _ :
N 1 (5Lija(k) + 5uija(k))
Sij 6= .(6 Lija(i) o+ S0 )

ti]
[ (nLl]O'(k) + nULjo(k))

3 (nLija(k) + nUija(k) )

| <
2
l_z [(Vzrija(k) +Yiijo0) ]
Yi=1
Dij

[(6Ll]¢r(k) + 6;ija(k))2]
pl] e

1 ql}
+ _Z [(nzrija(k) + 771+1ija(k))2]

ql] k=1

Ti}'
1 _ _ 2
+r_z [(Vuja(k) +Vuijoto) ]
Yi=1

1

- — 2

L [(8Lija(k) + 8uijoti) ]

Yi=1

tij
1
_I__

t::

— — 2
[(nLija(k) + Mogjoti) ]
Yi=1

lij

1 + * + * 2
fz [(nijaw) Vyou ) ]
Yi=1
_(6Lua<k)
qij

Pij
2
+ *
5Uija<k) ) ]
1 ]
)
qij

1
)
bij e~
+ * + * 2
(mijcruo + 400 ) ]
k=1
Tij )
.
l] K=
sU

)

”
_— * -_ *
(yLijaw) Vuyow ) ]
lj k=

-
p— *
_(‘SLua(k) 5Uija<k) ) ]
tU

1 - * - * 2]
+E; [(n’“iizf(k) * Mo ) ]
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N =




Step 5: Rank all the alternative

Rank all the alternative based on the decreasing order of
coswivenurs(4;, 1), fori = 1,2,...,m.

Based on cosyyenurs(4;, 1), the highest value of
coSyvenurs(4;, ') indicates that 4;, fori = 1,2,...,mis
the best choice.

Step 6: Choose the best alternative

Choose the most desirable alternative in connection with
the highest value of the cosyygnurs (4, [*) in the step 5.

The bigger value of cosyyvgnurs(4; I*) reflects the
preferable alternative.

Step 7: End

Stop.

V. ILLUSTRATIVE NUMERICAL EXAMPLE

The section V presents a numerical case study, adapted
from reference [45]. Then, an IVBNHF-MADM problem is
dispensed to validate the workability and effectiveness of the
proposed CSM decision-making approach.

A company wants to start a business in one of the four
manageable alternatives 4;(i = 1,2,3,4). A,, 4, A3, and
A,, represent four potential firms (car, food, computer and
arms), respectively.

The four manageable alternatives need to be evaluated in
agreement with the four criterions C; (j = 1,2,3,4). Cy,
C,, C; and C,4 represent respectively the risk, the growth, the
environmental impact, and the performance.

Assigned to the four criterions, the weight vector is @ =

(0.24,0.26,0.26,0.24)T.

Now we use the MADM strategy based on the proposed
CSM to get the most appropriate alternative.

Step 1: Acquire a DM

We can obtain the [IVBNHF-DM D,,,, as shown in Table
I-IV.

The IVBNHF-DM D,,,., can be presented as follows:

TABLE I: IVBNHF DECISION MATRIX (C;)
Gy
4 (1[0.5, 0.6]},
{[0.2, 0.3, [0.3, 0.4], [0.4, 0.5]},
{[0.1,0.2], [0.2, 0.3, [0.3, 0.4],
[0.4, 0.5], [0.5, 0.6], [0.6, 0.7]},
{[-0.2,-0.11},
{[-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2]},
{[-0.4,-0.3]}}
A, {{[0.1,0.2]},
{[0.3,0.4], [0.4,0.5], [0.5, 0.6], [0.6,0.7], [0.7,0.8]},
{[0.2,0.3],[0.3,0.4]},
{[-0.5, —0.4], [-0.4, —0.3],[-0.3,-0.2]},
{[-0.9,-0.8],[-0.8,—0.7], [-0.7,—0.6],
[—0.6,—0.5], [-0.5,—0.4], [—0.4,—0.3]},
{[-0.6,—0.5], [-0.5, —0.4], [-0.4, —0.3],
[—0.3,-0.2], [-0.2,—0.1]}}
A, {{[0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.81},
{[0.4,0.51, [0.5,0.61},
{[0.4,0.5], [0.5,0.61},
{[-0.3,-0.213,
{[-0.7, -0.6], [-0.6, -0.5]},
{[-0.5,-0.41}}
A, {{[0.6,0.7], [0.7,0.8], [0.8,0.9]},
{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.81},
{[0.5,0.61},
{[-0.8,-0.7], [-0.7, -0.6], [-0.6, -0.5]},
{[-0.5,-0.4], [-0.4, -0.3], [-0.3, -0.2],[-0.2, -0.1]},
{[-0.2,-0.1]}}
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The TABLE I presents the first column of DM D42 P11, P21,
P31 and py;.

TABLE I1: IVBNHF DECISION MATRIX (C,)
G,
A {{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8],
[0.8,0.97}, {[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5],
{[0.5,0.61, [0.6,0.7], [0.7,0.81},
{[0.2,0.3], [0.3,0.4], [0.4,0.51}, {[-0.8, -0.7]},
{[-0.5,-0.4], [-0.4, -0.3], [-0.3, -0.2], [-0.2, -0.1]},
{[-0.4,-0.3], [-0.3, -0.2], [-0.2, -0.1]} }
A, {{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7],
[0.7,0.8]}, {[0.1,0.2], [0.2,0.3], [0.3,0.4]},
{[0.3,0.4]},
{[-0.5,-0.4], [-0.4, -0.3], [-0.3, -0.2], [-0.2, -0.1]},
{[-0.3,-0.2], [-0.2, -0.1]},
{[-0.9, -0.8], [-0.8, -0.7], [-0.7, -0.6], [-0.6, -0.5],
[-0.5,-0.4]}}
A, {{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.61},
{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8], [0.8,0.9]},
{[0.3,0.4], [0.4,0.5]},
{[-0.8,-0.71},
{[-0.4,-03]},
{[-0.7,-0.61}}
A, £{[0.1,0.213,
{[0.8,0.9},
{[0.2,0.31, [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7]},
{[-0.5,-0.4]},
{[-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3]},
{[-0.5,-0.4], [-0.4, -0.3]}}

The TABLE II presents the second column of DM D,,,:
P12, P22, P32 and py,.

TABLE III: IVBNHF DECISION MATRIX (C3)

Gy
A {{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6]},
{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.51}, {[0.1,0.2],
[0.2,0.3], [0.3,0.4]},
{[-0.5,-0.4], [-0.4, -0.3], [-0.3, -0.2]},
{[-0.7, -0.6], [-0.6, -0.5], [-0.5, -0.4],
{[-0.4,-0.31},
{[-0.4,-0.3], [-0.3, -0.2]}}
A, {{[0.3,0.4]},
{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.61},
{[0.5,0.61, [0.6,0.71},
{[-0.5,-0.4], [-0.4, -0.3], [-0.3, -0.2],
[-0.2,-0.11},
{[-0.8,-0.71},
{[-0.9, -0.81}}
A, {{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8],
[0.8,0.97},
{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8]},
{[0.2,0.31},
{[-0.5,-0.4]},
{[-0.6,-0.5]},
{[-0.7,-0.61}}
{{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7]},
{[0.5,0.61, [0.6,0.7], [0.7,0.81},
{[0.8,0.9]},
{[-0.9,-0.8]3,
{[-0.8,-0.7], [-0.7, -0.6], [-0.6, -0.5]},
{[-0.5, -0.4], [-0.4, -0.3], [-0.3, -0.2]}}

A,

The TABLE III presents the third column of DM D,,,: P13,
D23> P33 and Pys.
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TABLE IV: IVBNHF DECISION MATRIX (Cy4)
Gy
Ay {1[0.6,0.7], [0.7,0.81},
{[0.4,0.5], [0.5,0.6]},
{[0.1,0.2], [0.2,0.3]},
{[-0.4,-0.3]},
{[-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3]},
{[-0.7, -0.6], [-0.6, -0.5]} }
A, {{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8]},
{[0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7], [0.7,0.8], [0.8,0.9]},
{[0.1,0.2]},
{[-0.8, -0.7], [-0.7, -0.6]},
{[-0.6, -0.5], [-0.5, -0.4]},
{[-0.4,-0.3], [-0.3, -0.2]}}
4y {1[0.7,0.8],[0.8,0.91},
{[0.1,0.2], [0.2,0.3], [0.3,0.4]},
{[0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6]},
{[-0.7,-0.6]},
{[-0.9, -0.8], [-0.8, -0.71, [-0.7, -0.6],
[-0.6,-0.5]}, {[-0.3,-0.2]}}
A, {1[0.4,0.5],[0.5,0.61},
{[0.3,0.4], [0.4,0.5]},
{[0.1,0.2], [0.2,0.3], [0.3,0.4], [0.4,0.5], [0.5,0.6], [0.6,0.7]},
{[-0.3,-0.2], [-0.2, -0.1]},
{[-0.6,-0.51},
{[-0.7, -0.6], [-0.6, -0.5], [-0.5, -0.4], [-0.4, -0.3]} }

The Table IV presents the fourth column of DM Dy, : D14,
D24 P34 aNd Pyy.
Step 2: Determine weights for criterions

The decision maker determined weights vector of
criterions as 0.24, 0.26, 0.26, 0.24, respectively.
Step 3: Propose an ideal alternative
The ideal alternative I* is:

"= (([1!1]1 [O' 0]' [0' 0 ]; [0,0 ]' [_1' _1]; [_1' _1]>'
([111]' [O' 0]' [0, 0 ]l [O'O ]' [_1! _1], [_1' _1]>:
([1,1], [O, 0]' [O' 0 ]; [0!0 ]' [_1' _1]; [_11 _1]>

([1'1]' [0' 0]! [0, 0 ]' [0'0 ]; [_11 _1]' [_1' _1]>)

Step 4: Compute weighted CSM

We refer to (10) for calculating coswyenurs(4i, [*), (for
i=1, 2, 3, and 4).

We present the weighted CSM results in Table V.

TABLE V: COSINE SIMILARITY MEASURES RESULTS

Weighted CSM Measures Ranking
values
coswvenurs (A1, 1) 0.42 2

coswivpnurs (A2, 1Y) 0.39 3
coswivpnurs 4z, 1Y) 0.43 1
4

coswvenurs (A4, 1) 0.32

Step 5: Rank all the alternative
Based on cosyypyprs(4;, I7) fori=1, 2, 3 and 4, we have
A; > AL > A, > A,

Step 6: Choose the preferable alternative

In connection with the highest value of the
coswvenurs (4;, I*) in the step 5, the most preferable
alternative is As.

VI. COMPARATIVE STUDY

To further validate the feasibility of above this CSM
MADM approaches, a comparative study was conducted with
Deli 's methods in [45]. However, the results by utilizing
different methods are shown in Table VI.
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For the compared methods in [45], Deli and al. proposes
two kinds of aggregation operators, the Interval Valued
Bipolar Neutrosophic Weighted Average (IVBNWA) and
Interval Valued Bipolar Neutrosophic Weighted Geometric
(IVBNWG) operators [45].

TABLE VI: COMPARATIVE STUDY RESULTS

Final Ranking Preferable Worst

Methods Alternative Option
A A
IBNS [45 2 4
S A, > A > A > A,

CSM of
IVBNHFS Ay > A, >4, >4, Ay A,
For different methods: Deli 's methods in [45],

IVBNHFWA or IVBNHFWG, as we can see from Table VI,
the final ranking may be different each other. Thus, according
to the results obtained by utilizing different methods, if the
IVBNS operators [45] are used, the desirable choice is A,,
and if our method is utilized, the best alternative is A;. Then,
our CSM order of preference for the four manageable
alternatives is in disagreement with the Deli 's method [45]
result. On the other hand, the worst option is always A4,. So,
we really need another similarity measure to confirm the
results.

VII. CONCLUSION

The paper presented the concept of CSM for MADM of
IVBNHEFS. The proposed CSM, which is the first method
expanded to find out the preferable alternative under
IVBNHF setting, is utilized to promote a new MADM
models. However, we presented CSM under IVBNHF
environment and demonstrated some of their basic
characteristics. Furthermore, the weighted CSM was applied
to a MADM approach in which the attributes values take the
form of Interval Valued Bipolar Neutrosophic Hesitant Fuzzy
Elements (IVBNHFEs) with respect to the alternatives and
the criteria weights are known information. We utilize a new
algorithm to prioritize the alternatives and determine the
preferable one. Finally, an illustrative numerical adapted
from [45] is given to indicate the applicability and
productiveness of the proposed MADM strategy. Therefore,
the proposed MADM strategy under IVBNHF setting is more
appropriate for real scientific and engineering cases. In the
future, we’ll introduce a novel Analytic Hierarchy Process
(AHP) approach or a new conjoint analysis (CA) with
IVBNHEFS. Also, based on CSM, we’ll propose an Interval
Valued Bipolar Neutrosophic Hesitant Fuzzy - Analytic
Hierarchy Process IVBNHFS-AHP) and an Interval Valued
Bipolar Neutrosophic Hesitant Fuzzy - Conjoint Analysis
(IVBNHFS-CA). In further work, we’ll elaborate some more
similarity measures and practiced them to MADM case, fault
diagnosis, medical diagnosis, pattern recognition or other
areas.
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